
This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

IEEE TRANSACTIONS ON SMART GRID 1

Scheduled Perturbation to Reduce Nondetection
Zone for Low Gain Sandia Frequency

Shift Method
Mohamed Al Hosani, Member, IEEE, Zhihua Qu, Fellow, IEEE, and H. H. Zeineldin, Senior Member, IEEE

Abstract—It is known that the choice of gain (K) in the
Sandia frequency shift (SFS) scheme has direct impacts on the
stability of a system with grid-connected distributed genera-
tions (DGs). In this paper, a scheduled perturbation technique
is proposed to reduce the stability impact of K. In the pro-
posed technique, chopping fraction (cf ) is used to compensate
for reduction in the value of K, where higher cf values are
used to achieve zero nondetection zone (NDZ) under low gain
SFS. It is shown by analysis that theoretical reduction of NDZ
can be always achieved for a nonzero value of cf. Simulations
for single- and multi-DGs systems are performed to verify the
analytical analysis. It is shown that an appropriate design of
scheduled signal duty cycle (d) is of critical importance to
realize the proposed reduction in NDZ. While close synchro-
nization of perturbation signals for multi-DG system is required,
a delay of 0.33 s is shown to be tolerated for a two-DG system.
Synchronization can be achieved either through locally synchro-
nized timers or by limited communication among DGs. The
proposed technique provides an attractive option for systems with
high DG penetration by reducing the negative impact of K on
stability.

Index Terms—Distributed generation (DG), islanding detec-
tion, nondetection zone (NDZ), Sandia frequency shift (SFS).

I. INTRODUCTION

ISLANDING detection schemes have been widely studied
recently due to the expected high penetration of distributed

generations (DGs) in future distribution networks. It is impor-
tant for grid-connected inverter-based DGs to be equipped with
a reliable islanding detection method (IDM) that allows effi-
cient disconnection of DGs when an islanding condition is
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detected [1]–[3]. Failure to disconnect unintentionally islanded
DGs could compromise the safety of working personnel and/or
result in equipment damages. IDMs could be classified into
three categories: 1) passive [4]–[9]; 2) active [7]–[10]; and
3) communication-based IDMs [7]. Passive IDMs rely on
nonperturbed measurements such as frequency and voltage
to detect islanding condition. Over/under frequency protec-
tion (OFP/UFP) and over/under voltage protection (OVP/UVP)
are examples of commonly used passive methods. On the
other hand, a perturbation is used in active IDMs to drift
the frequency or voltage beyond certain threshold values.
Examples of well-known active IDMs are active frequency
drift (AFD), Sandia frequency shift (SFS), and slip-mode
frequency shift (SMS). Other active methods rely on inject-
ing negative sequence current and disturbances in either
the d-axis or q-axis current controllers to detect an island-
ing condition [11]–[13]. Several of those techniques such
as [11] and [13] require additional control blocks which
increases complexity of IDMs. Recently, hybrid IDMs com-
bining the advantages of both passive and active techniques
have been proposed in [14]–[16].

Typically, performance of IDMs is evaluated based on the
concept of nondetection zone (NDZ) [17]–[25]. NDZ is the
region of the appropriately defined load space in which the
IDM under investigation fails to detect the islanding condition
in a timely manner [17]. The space (Qf − fo) of RLC load
quality factor versus resonant frequency has been proven to
be illustrative for AFD and SFS NDZs [19]. In [25], small-
signal stability analysis is used to determine the critical Qf

value (Q∗
f ) below which the value of Qf renders unstable

islanding operation under SFS. However, application of this
technique is time consuming, and an analytical expression of
Q∗

f is required. Moreover, the impact of SFS on system stabil-
ity was studied in [26], and the results showed that high SFS
gain (K) might destabilize a grid-connected DG system when
the grid is weak or the DG size is large. Hence, it is important
to develop a technique that reduces its dependency on gain K
to eliminate NDZ. Recently, few studies on applying active
IDMs for multi-DG system have been reported in [27]–[30].
For the two-DG case, it was shown in [30] that the use of AFD
in one of the DGs will degrade the SFS or SMS performance
for the other DG and that the overall NDZ will increase signif-
icantly compared to the single DG case. Additionally, it was
shown in [31] that the chopping fraction (cf ) can be ignored
for the SFS IDM since K is more effective in eliminating
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Fig. 1. Single-line schematic of a multi-DG system.

the NDZ. This paper reveals the role of cf in eliminating the
NDZ for low gain SFS by employing the concept of scheduled
perturbation.

The objective of this paper is to propose a scheduled pertur-
bation IDM where the overall NDZ reduces to the intersection
area between two NDZs of two different IDMs. Applying
the proposed scheduled perturbation based on one SFS with
nonzero cf and another SFS with zero cf is the case of study
considered for this paper. The proposed concept could also
be extended to other combinations of IDMs. The cf value in
SFS plays a major role in eliminating the NDZ for this tech-
nique. Hence, this technique will reduce the dependency of
K to eliminate the NDZ, where zero NDZ, up to a certain
value of Qf , can be obtained through a proper choice of cf
for low values of K. In addition, analytical expressions will
be provided to determine the critical values of Qf for both
scheduled perturbation and conventional IDMs.

This paper is organized into four technical sections.
Section II presents the DG interface model under study. Design
concept and advantages of the scheduled perturbation IDM
are introduced in Section III. The performance and synchro-
nization requirements for the proposed technique are tested
through simulation for single and two DGs systems and
are demonstrated in Section IV. The conclusion is drawn in
Section V.

II. SYSTEM UNDER STUDY

A single-line diagram of a general N-DG system is shown
in Fig. 1, where N is the number of connected DGs [25]. In
Fig. 1, Lg and Rg are the inductance and resistance of the
utility line, respectively. Utility/grid voltage is E∠0 and the
voltage at the point of common coupling (PCC) is V∠δ. For
the ith DG, the output power is Pi + jQi and the output current
is miI∠δ + θi, where I is the load current magnitude, mi is the
fraction of load power supplied by the ith DG, and θi is the
positive feedback signal for the ith DG unit. The inductance
of the inverter filter is represented by Lf and is assumed to
be the same for all DGs. The power imbalance between the
parallel RLC load and the total power supplied by all DGs
is represented by �P + j�Q. A circuit breaker (CB) is used
to simulate an islanding situation by disconnecting the grid.
A three-phase phase-locked loop (PLL) is used to measure the
frequency of the PCC voltage. The interface control used for
each inverter is a constant current controller. Details of the
DG controller and PLL blocks can be found in the Appendix.

III. SCHEDULED PERTURBATION IDM

A. Design Concept

The SFS method is considered as one of the frequency
drift methods that attempt to force a positive feedback on
the frequency. During a grid connected operation, the system
frequency is dictated by the grid frequency. Once the DG is
islanded, as a result of the positive feedback, the frequency
will drift and hence an islanding condition could be detected.
For the conventional SFS method, the positive feedback signal
for the ith DG is defined as

θi = π
(
cfi + Ki

(
fp − fg

))/
2 (1)

where i = 1, 2, . . . , N, cfi is the chopping fraction, Ki is
the positive feedback gain, fp is the measured frequency of
PCC voltage in Hz, and fg is the grid base frequency in Hz.
Performance of the SFS method will rely on the positive feed-
back gain value. Higher values of Ki will reduce significantly
the NDZ but can lead to DG instability [19], [32].

Let us assume that Ji is the periodic scheduled signal of
period Ti to redefine the positive feedback signal for the ith
DG as follows:

θ ′
i (t) =

{
θi, 0 < t ≤ diTi

θ0
i , diTi < t ≤ Ti

(2)

where θ0
i = πKi( fp − fg)/2 and di is the duty cycle for the

periodic perturbation signal Ji. For simplicity, let us assume
that the same design parameters (cf, K, d, and T) are used
for all DGs and hence θ ′

i = θ ′. For a multi-DG system
(N ≥ 2), synchronization of scheduled perturbation signals
is required. The synchronization can be achieved through one
of the following two methods. The first is to provide a local
timer to each DG where all timers have to be set in advance
to provide the required perturbation signal (J). The synchro-
nization requirement can be relaxed as will be seen later in
Section IV where a loss of synchronism study will be con-
ducted. Also, the scheduled signal parameters (d and T) will
be chosen in such a way to simplify implementation. The other
method is to achieve synchronization through limited commu-
nication where di information is exchanged among different
DGs. This method is more expensive but might be more fea-
sible if some type of communication already exists among
DGs [33].

The design objective behind switching perturbation is to
obtain an overall NDZ as the intersection area between two
different IDMs where scheduling of two SFS techniques will
be used to demonstrate effectiveness of the proposed tech-
nique. For the conventional SFS method, the phase criterion
for determining the NDZ for a single DG system is given as
follows [19]:

f 2
o + fp

tan(θ)

Qf
fo − f 2

p = 0 (3)

where fp is substituted by upper ( fmax) and lower ( fmin) thresh-
old values of the OFP/UFP method to determine the upper and
lower bounding functions of NDZ, respectively. Fig. 2 shows
the NDZs of two SFSs, one corresponding to cf = 0 and
K = 0.02, and the other with cf = 0.05 and K = 0.02.
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Fig. 2. NDZ for SFS at cf = 0 and K = 0.02 (dashed lines) and SFS at
cf = 0.05 and K = 0.02 (solid lines).

The NDZ for SFS at zero cf is represented by areas A and B
while areas A and C are the corresponding NDZ for SFS with
a nonzero cf value. The SFS critical point, under which any
point to the left of this point is unstable, is indicated by point E
for nonzero cf or point E′ for zero cf with corresponding coor-
dinate values of Q∗

f and f ∗
o , respectively. Let us assume that

both d and T are properly designed to provide enough time for
both SFSs output frequencies to converge to their steady-state
values such that the operating points lying in areas B and C
are considered detectable. Then, area A corresponding to the
intersection of the two NDZs can be achieved by employing
the scheduled perturbation algorithm in (2). Hence, the critical
point E or E′ will be shifted to point E′′ which will result in
a significant reduction in NDZ by eliminating areas B and C
from NDZs of conventional SFS at zero and nonzero cf val-
ues, respectively. The coordinates of point E′′ are Q∗∗

f and f ∗∗
o ,

where Q∗∗
f is always greater than or equal to Q∗

f . This change
in NDZ will be studied further in the next two sections.

B. Scheduled Perturbation Effect on Q∗
f and f ∗

o

For the conventional SFS method, the equivalent angle for
N-DGs can be found as

θeq = tan−1

(∑N
i=1 mi sin θi

∑N
i=1 mi cos θi

)

(4)

where θeq reduces down to θ if common design parameters
(i.e., cf and K) are used for all N-DGs. Let us assume that
the upper and lower frequency thresholds are fmax and fmin,
respectively. Then, the coordinates of the critical points for

Fig. 3. Effect of cf on (a) Q∗
f (solid lines) and Q∗∗

f (dashed lines) and
(b) f ∗

o (solid lines) and f ∗∗
o (dashed lines) for different K’s.

the conventional IDMs can be approximated by

Q∗
f

∼=
fg
(

tan
(
θ |fp=fmax

)
− tan

(
θ |fp=fmin

))

2 ( fmax − fmin)

f ∗
o

∼=
fmax tan

(
θ |fp=fmax

)

2Q∗
f

⎡

⎢
⎣−1 +

√√
√√√1 +

⎛

⎝
2Q∗

f

tan
(
θ |fp=fmax

)

⎞

⎠

2
⎤

⎥
⎦

(5)

where the upper NDZ bounding line is used here to calculate
the corresponding f ∗

o . In a similar manner, the lower bounding
line of NDZ can be used to calculate f ∗

o . The result of Q∗
f

in (5) was obtained by equating the two NDZ line equations
such that the behavior of the RLC load current phase (φL) was
approximated by a Taylor series expansion around fp = fg as
follows:

tan (φL) ∼= α0 + α1
(

fp − fg
)

(6)

where

α0 = Qf
(

fg
/

fo − fo
/

fg
)

α1 = Qf

(
1
/

fo − fo
/

f 2
g

)
≈ 2Qf

/
fg.

Similarly, the formulas for calculating Q∗∗
f and f ∗∗

o can be
obtained. Assuming that both d and T are designed properly,
the coordinates of E′′ can be calculated by equating the two
equations of NDZ and the results are provided as given in (7),
as shown at the bottom of this page. In Fig. 3, the values of
both Q∗

f and Q∗∗
f and their corresponding resonant frequencies

( f ∗
o and f ∗∗

o ) are shown with respect to cf changes for different
K values. For each value of K, Q∗∗

f of scheduled SFS (SSFS)
IDM increases linearly as a function of cf while no significant
change is noticed for Q∗

f . In other words, the use of cf in the

Q∗∗
f

∼=
fg
(

max
(

tan
(
θ |fp=fmax

)
, tan

(
θ0
∣∣
fp=fmax

))
− min

(
tan
(
θ |fp=fmin

)
, tan

(
θ0
∣∣
fp=fmin

)))

2 ( fmax − fmin)

f ∗∗
o

∼=
fmax max

(
tan
(
θ |fp=fmax

)
, tan

(
θ0
∣∣
fp=fmax

))

2Q∗∗
f

⎡

⎢
⎣−1 +

√√√√√1 +
⎛

⎝
2Q∗∗

f

max
(

tan
(
θ |fp=fmax

)
, tan

(
θ0
∣∣
fp=fmax

))

⎞

⎠

2
⎤

⎥
⎦ (7)
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Fig. 4. Size of NDZ for single DG SSFS (solid lines) compared to regular
SFS (dashed lines) for different K’s.

proposed technique always improves the critical values of Qf

and hence the resulting NDZ is reduced. On the other hand,
the lower (upper) bound value of f ∗∗

o decreases (increases)
exponentially as cf value increases, since convergence speed is
determined by the value of K and a higher K value corresponds
to slower convergence. As cf increases, f ∗∗

o converges to the
lower or upper thresholds of the OFP/UFP ( fmin or fmax). In
contrast, f ∗

o keeps changing linearly as cf increases. It is seen
from Fig. 3 that the design condition for a linearly increased
Q∗∗

f in the proposed scheme is

cf 	= 0. (8)

The condition in (8) can be also obtained by solving the
inequality Q∗∗

f > Q∗
f and by utilizing Taylor series expansion

of tan(θ ). Therefore, the proposed use of a nonzero value of
cf always results in a higher critical Qf value, which reduces
the overall NDZ, as will be shown next.

C. Reduction of NDZ

The middle point Riemann sum can be used to calculate the
NDZ size and is given by [30]

S =
∑

j∈NDZ

(
u( j + 1) − u( j)

2
− l( j + 1) − l( j)

2

)

× (
log Qf ( j + 1) − log Qf ( j)

)
(9)

where u and l are the upper and lower bounding functions
of NDZ, respectively. The log of Qf is used to emphasize
NDZ size for small Qf values which are of more interest
to protection engineers. The relative change of NDZ size is
characterized as follows:

�S = Sj − Sk

Sk
× 100% (10)

where Sj is the NDZ size under the SSFS and Sk is the NDZ
size under conventional SFS. Let us assume that the NDZ
area under investigation is for the values of Qf from 0.1 to
100 with a step of 0.1. Fig. 4 shows the sizes of NDZs under
the SSFS and conventional SFS as a function of cf, as well
as the relative changes of NDZ sizes with respect to differ-
ent K values. The conclusion revealed from Fig. 4 is that the
size of NDZ under the proposed scheme is always smaller
than that under the conventional SFS method for any nonzero

Fig. 5. Frequency responses for SSFS IDM. (a) fo = 59.4 Hz, Qf = 2.5,
and μ changes. (b) fo = 59.56 Hz, μ = 60, and Qf changes.

value of cf. Also, a higher NDZ size reduction can be achieved
at smaller K, e.g., up to 59.8% reduction in the NDZ size is
achieved at cf = −0.05 and K = 0.

IV. SIMULATION RESULTS

The system, shown in Fig. 1, was modeled in
MATLAB/Simulink to verify the theoretical analysis in
the preceding sections. For the illustration purpose, the
results for both single and multiple (N = 2) 10 kW DGs
are presented, while the proposed concept can be easily
extended for N-DG system. Unless mentioned otherwise, the
model parameters in Table II in the Appendix are used in
the simulation. The parallel RLC load parameters provided
in Table II in the Appendix correspond to a 10 kW load with
fo = 60 Hz and Qf = 2.5. For all the cases except for those
in Section IV-C, the DG ceases operation if an islanding
condition is confirmed by observing that the measured
frequency exceeds the threshold values for more than six
consecutive cycles. The six cycle delay was proposed in [1]
to avoid nuisance tripping due to short-term disturbances.

A. Effect of Duty Cycle

Let us assume that di = μiTg, where Tg = 1/fg is the
nominal frequency period and μi is the number of cycles per-
turbed at the ith DG. Standards such as IEEE929-2000 and
IEEE1547 require islanding to be detected within less than 2 s
of occurrence [1], [3]. Hence, the perturbation signal period
for all DGs is assumed to be fixed and equal to 2 s (T = 2 s)
which corresponds to 120 cycles in 60 Hz. For the single DG
case with SSFS IDM, cf = 0.03957 and K = 0.02 corre-
spond to Q∗∗

f = 2.5 as shown in Fig. 3. This is an interesting
case to study since conventional SFSs, at relatively low val-
ues of K, typically have large NDZs with low Q∗

f values.
The reference values used in constant current controller are
idref = 1 p.u. and iqref = 0. The CB is opened at t = 0.5 s
to simulate an islanding condition. In the simulation, the per-
turbation signal is initiated at t = 0.5 s. Fig. 5(a) shows the
frequency responses for the SSFS technique at fo = 59.4 Hz
and Qf = 2.5 for different μ values. This loading point lies
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inside the NDZ of SFS with a nonzero cf but outside the NDZ
of SFS with cf being zero and hence is considered to be theo-
retically detectable by the proposed method. It can be seen that
the frequency drifts upward in the first interval due to cf and
then drifts downward due to the effect of both K and load res-
onant frequency (59.4 Hz) when cf is set to zero for the rest of
the cycle. In both cases (μ = 20 and μ = 60), islanding condi-
tion is detected since there is sufficient time for SFS with zero
cf to drift the frequency below fmin and trigger the identifica-
tion of islanding condition. On the other hand, the deviations
in frequency are not significant to detect islanding within 2 s
for μ = 100 due to a large duty cycle. Hence, an appropriate
choice of μ is critically important to achieve significant reduc-
tion in NDZ, as shown in Fig. 4. The choice of μ being 60,
which corresponds to a duty cycle of 1 s, will be used for the
rest of this paper since it provides adequate time for both SFS
techniques to drift the frequency outside the threshold values.
Fig. 5(b) shows the frequency responses for SSFS technique
at fo = 59.56 Hz and μ = 60 as well as with respect to differ-
ent Qf values. These loading points lie on the line of f ∗∗

o seen
from Fig. 3 for the corresponding cf and K values in Table II
in the Appendix. All the cases of Qf < 2.5 are detected since
they lie outside the NDZ of the proposed technique. The case
of Qf = 2.5 corresponds to point E′′ in Fig. 2 and is not
detectable since the output frequency converges to both upper
and lower frequency threshold values without exceeding them.
It should be noted that, as the value of Qf increases, the abil-
ity of cf term to drift the output frequency becomes less. All
the points of Qf > 2.5 are undetectable since they lie inside
the NDZ of the proposed technique. It is important to note
that the use of nonzero cf shifts the critical point toward the
upper/lower bound of OFP/UFP. Hence, the value of Qf that
can be detected at fo = 60 Hz is higher than that of Q∗∗

f ,
and it can be obtained from (3) and is equal to 4.7 for this
case. Fig. 6 shows the resulting NDZs under the proposed
technique with respect to different μ values. The simulation
steps are chosen to be 0.05 Hz for fo and 0.05 for log Qf . It
can be seen from Fig. 6 that, under the proposed technique,
a small duty cycle (μ = 20) results in an NDZ with slower
drifting at low Qf values, when compared to the theoretical
NDZ. Therefore, as the duty cycle decreases beyond 20 nom-
inal cycles, the NDZ under the proposed technique converges
to the NDZ of SFS with zero cf. In comparison, for any large
duty cycle (μ = 100), the NDZ converges to the NDZ of SFS
with nonzero cf. The closest result to the theoretical one was
obtained for μ = 60, which corresponds to a duty cycle of
half of T , and this result shows why an appropriate choice of
duty cycle is critically important.

B. Loss of Synchronism Study for Two-DG System

The purpose of this robustness study is to show how the
proposed technique will perform when the two DGs pertur-
bations are not synchronized. Let us assume that we have
a two-DG system (N = 2) where J1 is the perturbation signal
applied to DG1 and J2 is the perturbation signal applied to
DG2. Assume that J2 is delayed from J1 by LdTg seconds,
where Ld is the number of nominal cycles representing the

Fig. 6. NDZ of SSFS for different duty cycle (μ) values.

Fig. 7. Delayed perturbation signals applied to DG1 and DG2.

delay. Fig. 7 shows the two perturbation signals J1 and J2.
Assume that parameter values (cf, K, d, and T) in Table II in
the Appendix are used for both DGs. Also, the load is equally
shared by the two DGs such that idref1 = idref2 = 0.5 and
iqref1 = iqref2 = 0. Fig. 8 shows the effect of delayed cycles
(Ld) on the corresponding NDZ under the SSFS technique. For
small Ld values (Ld ≤ 20), there is no significant change in
NDZ and therefore, the synchronization requirement for multi-
DGs SSFS technique is not strict, where a delay of 0.33 s can
be tolerated for T = 2 s without any significant degradation
of NDZ for a two-DG system. As Ld increases further, the
value of Q∗∗

f starts to degrade significantly until no zero NDZ
area can be achieved and the resulting NDZ converges to the
typical NDZ of two SFS DGs, one at cf1 = 0.03957 and
K1 = 0.02 and the other one is at cf2 = 0 and K2 = 0.02,
where the load is equally shared between the two DGs (i.e.,
m1 = m2 = 0.5). The NDZ when J1 and J2 are totally out of
synchronism can detect a Qf value of approximately 2.82 at
fo = 60 Hz. Therefore, the performance of a properly designed
two-DG system with SSFS would degrade to that of the con-
ventional two-DG SFS if both DGs were completely out of
synchronism. This result verifies the advantage of using the
proposed simultaneous perturbation technique for multi-DG
system rather than alternating one where the later will degrade
to OFP/UFP NDZ in the event of a complete loss of synchro-
nism. It is important to note that, for a multi-DG system, all
cfi’s should be selected to have the same sign in order to avoid
any cancellation effect that could occur when one DG tries to
cancel out the perturbation introduced by the other DG [30].
Also, if different design parameters (cf or K) are chosen for
each DG, then the equivalent angle (θeq) defined in (4) does
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Fig. 8. Effect of introduced delay parameter Ld on NDZ.

not reduce down to θ and the overall NDZ will be depen-
dent upon the output ratios (mi) of each DG in addition to
the SFS parameters [28]. Therefore, it is recommended that,
for a multi-DG system, all design parameters (cf, K, d, and
T) are chosen to be the same such that the overall NDZ is
insensitive of the ratios among different mi’s. These proposed
design guidelines make the N-DG system robust against dis-
turbances where no degradation in the overall NDZ will come
from losing one or two DGs outputs as long as the rest of DGs
can support the active power of the islanded load. However,
there is a stability concern related to the total DGs-load share
limit as discussed in [26] and [29]. Hence, this issue will be
studied in the next section along with the effect of switching
perturbation.

C. Sensitivity of Parameters

In order to study the effect of switching perturbation on the
frequency response when the grid is connected, the infinity
norm of the frequency square error is utilized as the mea-
sure. Let us define the frequency error as fe = fp − fg, where
its norm ||.||∞ corresponds to the maximum square error
of switching transition. Value || f 2

e ||∞ versus total DGs-load
power share (mt) will be used to study the effect of differ-
ent parameters on single and multiple (N = 2) DG cases, as
shown in Fig. 9. For a single DG case, mt becomes m1. The
simulation step for mt is chosen to be 0.05. The load power is
assumed to be fixed and, for the two-DG case, both DGs are
assumed to supply equal power (i.e., m1 = m2 = mt/2). The
distribution system line impedance is another important factor
that significantly affects fe. Stronger grid could be represented
either by lower impedance magnitude (Z) or lower value of
(X/R)ratio. The parameters in Table II in the Appendix cor-
respond to Z = 0.36, (X/R)ratio = 1.5, and Qf = 2.5. These
parameters are changed one at a time while others are kept
constant, and the corresponding values of Rg and Lg can be
calculated by

Rg = Z
√

1 + (X/R)2
ratio

, Lg = Z(X/R)ratio

2π fg
√

1 + (X/R)2
ratio

. (11)

Fig. 9. || f 2
e ||∞ versus m for single DG (solid) and two DGs (dashed) cases.

(a) Z changes. (b) (X/R)ratio changes. (c) Qf changes.

As seen in Fig. 9, || f 2
e ||∞ increases quadratically as mt

increases, where a higher norm value is obtained as Z or
(X/R)ratio increases to indicate a weaker grid. Also, a higher
value of Qf compresses frequency transition caused by switch-
ing and resulted from lower norm values. The results for
the two-DG case are slightly smaller than those of the sin-
gle DG case, and the difference is negligible. Furthermore,
other parameters could influence the norm value of frequency
error, such as PLL proportional gain (kpPLL), where || f 2

e ||∞
decreases as kpPLL decreases. Another parameter is the load
active power (PL), where a higher PL value corresponds to
a lower load resistance (R) value which results in lower
|| f 2

e ||∞. Fig. 10 shows || f 2
e ||∞ versus m for a single DG case

with respect to different cf and K values. The RLC load was
set to fo = 60 Hz and Qf = 1. Fig. 10(a) shows that, as K
is kept at 0.05 and cf increases, || f 2

e ||∞ increases quadrati-
cally as m increases, where a higher norm value results from
higher cf values. On the other hand, Fig. 10(b) shows that,
for high K values, there is an upper limit on m after which
the system becomes unstable while the grid is still connected.
For K = 0.1 and 0.2, the system becomes unstable for m
higher than 1.65 and 0.8, respectively. These results confirm
the outcomes in [26] where a high value of K reduces the
maximum allowable share of load power from DGs (m) while
cf has no impact on the maximum allowed m. Consequently,
there is a tradeoff between choosing such SSFS parameters
(cf and K), and the tradeoff effect is between the maximum
allowable || f 2

e ||∞ and the required DG-load power share (m).
Value || f 2

e ||∞ is proportional to the value of cf, which in
turn degrades DG power quality [31]. Therefore, the proposed
SSFS technique is very useful for systems with a high pen-
etration of DGs since it reduces the requirements on K and
leads to lower negative impact on system stability while the
grid is connected.

In the design, the || f 2
e ||∞ − K curve and the cf − K curve

are utilized for the proposed technique to meet a certain Q∗∗
f
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Fig. 10. || f 2
e ||∞ versus m for single DG at Qf = 1. (a) K = 0.05 and cf

changes. (b) cf = 0.05 and K changes.

Fig. 11. (a) || f 2
e ||∞−K curve. (b) cf − K curve for different Q∗∗

f ’s at Qf = 1.

TABLE I
THD RESULTS FOR SFS AND SSFS OF A TWO-DG

SYSTEM WITH AND WITHOUT DELAY

value as can be seen in Fig. 11. Let us assume that Q∗∗
f = 2.5

is required and the load operating point lies inside Qf ≥ 1
region. Hence, the RLC load is set to Qf = 1. The remaining
parameters have values given in Table II in the Appendix.
For example, if Q∗∗

f = 2.5 and || f 2
e ||∞ ≤ 0.02, then the

range of K can be found from Fig. 11(a) to be between
0.0151 and 0.053, which corresponds to cf values between
0.0456 and 0, respectively. This range is limited from the
bottom, as shown in Fig. 11(b), by cf = 0 line at which
no improvement will be obtained from using the SSFS in
comparison to the conventional SFS technique.

D. Effect of Proposed SSFS on Power Quality

In this section, a switching Simulink model for a two-DG
system is utilized to study the effect of the SSFS technique on
power quality of the DGs output current. The current total har-
monic distortion (THD) will be used as the measure to study
these effects. Table I shows the THD values for SSFS with

Fig. 12. Block diagrams of controller and islanding detection circuits of
a DG system. (a) Constant current controller. (b) SSFS. (c) Three-phase PLL.

TABLE II
SIMULATION PARAMETERS

respect to different delays in comparison to the conventional
SFS results. The first 40 harmonics are used for calculating
THD [3]. The remaining parameters are the same as those in
Table II in the Appendix except that the RLC load parame-
ters are set to 20 kW with fo = 60 Hz and Qf = 2.5. Also,
the load power is equally shared by the two DGs such that
idref1 = idref2 = 1 and iqref1 = iqref2 = 0. The switching fre-
quency of inverter is set to 8 kHz. The results in Table I show
that the proposed technique results in a reduction in the THD
value when compared to the conventional SFS technique. This
is another advantage of the proposed technique since schedul-
ing between two SFSs, one with zero cf and the other with
nonzero cf, reduces the THD value and hence enhances the
overall power quality of DG outputs while improving NDZ.

V. CONCLUSION

In this paper, a scheduled perturbation method of island-
ing detection is developed to reduce the dependency on SFS
gain K in eliminating NDZ. The cf is increased as the alter-
native to eliminate NDZ, and the removal of NDZ is achieved
for SSFS with zero gain. An analytical formula for critical
Qf value is obtained for both regular and scheduled perturba-
tion IDMs. For a single DG system, simulation results show
that appropriate selection of scheduled signal duty cycle is the
key to accomplish the theoretical NDZ reduction under the
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proposed method. It is also shown that, while synchroniza-
tion is needed for a multi-DG system, a maximum delay of
0.33 s can be tolerated for a two-DG system without impacting
upon NDZ. The || f 2

e ||∞ − K and cf − K curves are provided
for making right choices of parameters in order to achieve
a certain critical value of Qf while ensuring that the frequency
error in norm is under a certain bound. In addition, the pro-
posed technique improves the overall power quality of DG
outputs by reducing the THD. The proposed technique would
be useful particularly for systems with high DG penetration
because the negative impact of SFS gain on stability is now
alleviated.

APPENDIX

The constant current controller implemented for a DG sys-
tem is shown in Fig. 12(a). Symbols idref and iqref are the
d- and q-axis DG output current references, respectively.
A phase angle transformation is applied to obtain new current
references i∗dref and i∗qref. The angle θ ′ used in transforma-
tion is the output of SSFS IDM introduced in Fig. 12(b),
where the conventional SFS output is applied to a multi-
input single-output switch, which is driven by a scheduled
signal J, to obtain θ ′. The other input of the switch is an
SFS output with zero cf. The input frequency to SSFS is mea-
sured by a three-phase PLL as shown in Fig. 12(c). Then,
the new references are subtracted from measured output cur-
rents (id and iq) and applied to proportional-integral controllers
with gains kpi and kii, respectively. Finally, a dq–abc trans-
formation is applied to construct three-phase voltage signals
(vsa, vsb, and vsc) which will be used to drive the controlled
voltage sources as illustrated in Fig. 1. The parameters used
in the simulation studies are given in Table II.
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